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Computer-based automated data analysis procedures are not only much faster and less demanding for expert knowledge of operators than manual techniques, but also provide reliability and reproducibility of the analysis results due to much lesser vulnerability to accidental errors. Generally, analysis can be based on the previously gained experience (human expertise for manual approaches or machine learning for computer systems) or rely on fundamental principles of physics, mathematics, statistics, etc., when the analysis algorithms are derived instead of being “guessing”. In this contribution, we advocate the latter approach: namely, we demonstrate the capabilities of two efficient mathematical tools (Bayes’ formula and Fisher information) suitable for automatic analysis of X-ray data, but often overlooked by physicists.

The Bayes’ theorem quantitatively connects our a posteriori knowledge about the investigated sample with a priori knowledge and the measurement results and is applicable to ranking of models in the pattern recognition problem. We apply a Bayesian approach to quantitative analysis of X-ray powder diffraction data [1] (identification of phases from a measured X-ray spectrum), and to peak indexing in high-resolution X-ray diffraction (HRXRD) spectra (finding the correspondence between each measured peak with an expected Bragg peak, a layer thickness oscillation fringe or a superlattice fringe) – Figure 1. The initial information about the investigated sample (e.g. absence of some elements in a powder sample) is encoded in prior probabilities for the models. The expected inaccuracies of the peak parameters determination due to statistical and systematic noise in the data are characterized by the likelihood function. Then, models of the spectrum decomposition (peak identification) are ranked according to the estimated posterior probability. The optimal peak labeling is provided by the most likely model.

Fisher information [2] quantifies the ability to reconstruct model parameters from measured data with a statistical noise. Cramer-Rao bound [3] connects the so called Fisher matrix with the expected variances and covariances of the estimated parameters, thus giving the information about the reliability of the obtained results and the possible correlations between the model features. First, we show that this tool is suitable for optimizing the planned HRXRD measurements by choosing the most informative reflections and measurement geometries depending on the sample parameters of interest. The proposed approach gives a way to rate all possible sets of scans on the base of the amount of their information on the investigated sample. Also, banded diagonal structure of the inverse Fisher matrix implies that the reconstruction problem can be solved locally, by iterative consideration of only a subset of parameters to be reconstructed at each step. We apply this technique to the problem of decomposing an X-ray spectrum, consisting of a large number of strongly overlapping peaks, into contributions of individual peaks.

Figure 1. Application of Bayesian approach to HRXRD and powder diffraction spectra: automatic peak identification results for powder diffraction data for a mixture of zincite, fluorite, brucite, and cordurum (a), for a reciprocal space map for In₀.₀₆Ga₀.₉₄As layer at GaAs substrate (b), and for a scan for GaN – In₀.₁₅Ga₀.₈₅N superlattice (c).